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AMS-IX survey 

115 participants 
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Possible implementations 

Two ways to implement Jumbo Frames: 
1.  Change MTU for the existing VLAN 

2.  Make a new VLAN with Jumbo Frame support 
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Support in existing VLAN 

NO 
1.  Customers don’t like changes in existing VLAN 

2.  No official standards 

3.  No MTU negotiation protocol 

4.  Path MTU discovery (PMTUD) protocol doesn’t work 

YES 
1.  Technical possibility: our equipment supports it 



8 

AMS-IX survey 

115 participants 



9 

Support in existing VLAN 

NO 
1.  Customers don’t like changes in existing VLAN 
2.  No official standards 

3.  No MTU negotiation protocol 
4.  Path MTU discovery (PMTUD) protocol doesn’t work 

YES 
1.  Technical possibility: our equipment supports it 



10 

Make a new VLAN 

NO 
1.  New port for each customer: will anyone pay for it? 

2.  No official standards: what size of Jumbo Frames? 

3.  Path MTU discovery (PMTUD) protocol doesn’t work 

YES 
1.  Technical possibility: our equipment supports it 
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Make a new VLAN 

NO 
1.  New port for each customer: will anyone pay for it? 

2.  No official standards: what size of Jumbo Frames? 

3.  Path MTU discovery (PMTUD) protocol doesn’t work 

Research is needed 
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2.1. Less CPU load 

Sending and Receiving Packets
Much of the server overhead for transmitting a
packet is independent of the size of the packet. For
example, parsing and building the packet header
takes the same amount of time for a large packet as
a small one.

On the receive side, fewer frames means fewer
"packet received" interrupts from the network inter-
face card (NIC).  In most implementations each time
a packet is received by the adapter, it interrupts the
host to inform it that: 1) it has received a packet and
2) to stop what it is doing and process the packet.
Each of these interrupts consumes a significant
number of host processor cycles.

On a lightly loaded server, the added burden on the
processor might not matter much.  But on a heavily
loaded system, dramatic performance improvement
are seen when the processor is freed from this con-
stant stream of interrupts.  This is particularly
important on Fast Ethernet and Gigabit Ethernet
networks where servers may be receiving tens of
thousands or even millions of packets per second.

Copying Data To/From Host Memory
Extended Ethernet frames also save a lot of host
CPU cycles by reducing the number of times servers
must move incoming data into memory. On both
send and receive operations, memory transfers are

more efficient with large packets, due to memory
"paging" considerations. Computers organize their
memory in "pages," most often of 4 Kbytes (4096
bytes), sometimes of 8 Kbytes or 16 Kbytes.

There is a fixed amount of overhead for transferring
any amount of data up to a page. With a system sup-
porting 4 Kbyte pages, an 8000 byte frame would
incur only two operations to copy the data from the
adapter to the appropriate host memory location.
The equivalent amount of data sent using maximum
length 1518 byte Ethernet frames requires six host
copy operations and thus three times the host CPU
cycles.  

Network Considerations
Router and switch efficiency is determined primarily
by how much time they spend examining packet
headers and determining how packets should be for-
warded.     

Examining Headers
Overhead for packet header parsing and making for-
warding decisions is clearly proportional to the num-
ber of packets.  Because routers examine many
header fields and make complex decisions, larger
frames dramatically increase their efficiency.  

Headers Consume Network Bandwidth
Headers are the same size for all IP packets,
whether big or small.  Thus, headers consume pro-
portionally less network bandwidth within larger
packets. Though headers are generally small (no
more than about a hundred bytes), they can con-
sume a significant percentage of network bandwidth
particularly under heavy load conditions where thou-
sands or millions of small packets are being trans-
mitted.  Therefore larger packets significantly reduce
the amount of raw network bandwidth being con-
sumed.

Performance Improvements
The benefits of large frame sizes on a busy server
had been demonstrated in several public perfor-
mance tests.  One of the tests showed a 50 percent
reduction in server CPU utilization when using 9018
byte-sized Ethernet packets as opposed to 1518
byte frames while throughput increased by almost
50 percent from 409 Mbps to over 602 Mbps (see

Many of today’s servers are hampered by a maximum Ethernet frame size
that is substantially less than optimal for their needs
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Figure 4.  Dell Inc. Jumbo Frame Analysis  

The Cons 

Larger frames consume more Ethernet link transmission time, causing greater delays 

for those packets that follow and thus increasing lag time and latency.   This could 

have a negative consequence for applications that require low latency and consist of 

smaller packet sizes such as Voice over IP or Inter-Process Communication (IPC). 

Frame transmission times are shown below in Table 2.   

Transmission Time per Frame in Microseconds 

Link Speed, Gigabits per second (Gbps) 
1500 byte MTU 

frame 

9000 byte MTU 

frame 

1 Gbps Ethernet 12.00 72.00 

10 Gbps Ethernet 1.20 7.20 

40 Gbps Ethernet 0.30 1.80 

100 Gbps Ethernet 0.12 0.72 

Dell Inc. Internal Report 
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2.2. Network overhead 
Theoretical maximum throughout on 1Gbit 

9000 bytes 
TCP: 990.042 Mbps 

UDP: 992.697 Mbps 

1500 bytes 
TCP: 941.482 Mbps 

UDP: 957.087 Mbps 

TCP: 48.56 Mbps, UDP: 35.61 Mbps 
TCP: 4.8%, UDP: 3.5% 

http://sd.wareonearth.com/~phil/net/overhead/ 
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2.3. TCP performance 

Frame size = 9000 bytes 

Throughput = 40Mbit/s 
Frame size = 1500 bytes 

Throughput = 6.5Mbit/s 

http://www2.rad.com/networks/2003/largemtu/tcperf.htm 

Double MTU size - Double TCP throughout 

MSS = MTU – 40 RTT = 40ms Loss = 0.01% 
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2.1. Advantages 
1.  Less CPU load 

2.  Less network overhead 

3.  Better TCP performance 
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3.1. No standard: header 
1.  IEEE 802.3 specification – 1518 bytes 

2.  802.1Q (VLANs) – 1522 bytes 

3.  802.1ad (Provider Bridge) – 1526 bytes 

4.  802.1AS – 2000 bytes 

5.  802.3AE – 1582 bytes 

6.  MPLS – 1518 bytes + N * 4 bytes 
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3.1. No standard: header 
1.  IEEE 802.3 specification – 1518 bytes 

2.  802.1Q (VLANs) – 1522 bytes 

3.  802.1ad (Provider Bridge) – 1526 bytes 

4.  802.1AS – 2000 bytes 

5.  802.3AE – 1582 bytes 

6.  MPLS – 1518 bytes + N * 4 bytes 

But they say about Ethernet header only i.e. 
payload still 1500 bytes 
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3.1. No standard: payload 
1.  Ethernet (IEEE 802.3 specification) – 1518 bytes 

2.  FCoE (T11 specification) – 2166 bytes 

3.  iSCSI (VMWare de-facto ?) – 9000 bytes 
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3.1. No standard: terminology 
1.  Baby Giant – MPLS, 802.1Q, 802.1ad, 802.3AE 

2.  Mini Jumbo – FCoE 

3.  Giant Jumbo – payload more that 1500 bytes 

4.  Payload MTU – size of payload 

5.  Link MTU – size headers plus payload 
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3.2. Increase delay and jitter 
Double MTU size - Double delay 
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Figure 4.  Dell Inc. Jumbo Frame Analysis  

The Cons 

Larger frames consume more Ethernet link transmission time, causing greater delays 

for those packets that follow and thus increasing lag time and latency.   This could 

have a negative consequence for applications that require low latency and consist of 

smaller packet sizes such as Voice over IP or Inter-Process Communication (IPC). 

Frame transmission times are shown below in Table 2.   

Transmission Time per Frame in Microseconds 

Link Speed, Gigabits per second (Gbps) 
1500 byte MTU 

frame 

9000 byte MTU 

frame 

1 Gbps Ethernet 12.00 72.00 

10 Gbps Ethernet 1.20 7.20 

40 Gbps Ethernet 0.30 1.80 

100 Gbps Ethernet 0.12 0.72 

http://www.ethernetalliance.org/files/static_page_files/DCB whitepaper.pdf 
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3.3. Increase buffers 

Port_Buffers = 2 * MTU + link_delay * link_speed 

Switch_Buffers = Num_Ports * Num_Queues * Port_Buffer 

link_delay = 0, Num_Ports = 24 

MTU = 1518 

Num_Queues = 8 

Buffers =  582 912 

MTU = 9000 

Num_Queues = 8 

Buffers = 3 456 000 

Double MTU size - Double buffers 

http://www.ethernetalliance.org/files/static_page_files/DCB whitepaper.pdf 
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3.4. PMTUD doesn’t work 
1.  RFC 1191 – standard 

2.  Easy to break, difficult to debug (RFC 2923) 

3.  TCP timeouts if it doesn’t work 

4.  Solution (de-facto): set up the lowest MTU on servers/
CPE to exclude any issues 
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3.5. Low traffic with max. size 

https://www.ams-ix.net/sflow-stats/size/ 

AMS-IX 
frame size 
statistics 
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3. Disadvantages 
1.  No standard/agreement for size of Jumbo Frames 

2.  Increased transmission time, packet delay, jitter, etc 

3.  Require bigger buffers on equipment 

4.  Path MTU Discovery (PMTUD) doesn’t work 

5.  Low traffic with the current maximum size 
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4. Pros and Cons: summary 

Cons 
1.  No standard/agreement for size of Jumbo Frames 

2.  Increase transmission time, packet delay, jitter, etc. 

3.  Require bigger buffers on equipment 

4.  PMTUD doesn’t work 

5.  Low traffic with the current maximum size 

Pros 
1.  Less CPU load 

2.  Less network packet overhead 

3.  Better TCP performance 
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4. Pros and Cons: applications 

Cons 
1.  Inter-process communication (IPC) 

2.  Protocols using small packets (DNS, VoIP, etc) 

3.  Interoperability (no standards, broken PMTUD) 

Pros 
1.  Data transfer (Backups/Clusters/NFS/NNTP) 

2.  VPNs with payload 1500 bytes 

3.  SAN (FCoE/iSCSI) 
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4. Conclusion 
Personal 

1.  Nature of Internet traffic: small packets 

2.  All talks about Jumbo Frames are similar to IPv6 talks: 
started in 90x but IPv4 addresses are over and Ethernet 
with 1500 bytes still works fine 
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4. Conclusion 
Official 

1.  Postpone for now 

2.  Ask our customers 

3.  Discuss with community 

4.  Make another survey J 
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