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We do big data …


•  K-root (15.000 qps)

– 1.5TB of compressed PCAP data every month


– And that is only queries


•  F-reverse (6.000 qps)


•  AS112 (2.000 qps)


•  Auth DNS (26.000 qps)


•  RIS (BGP updates from back in 2000 onwards)


•  You get the idea …
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Why not libtrace, PacketQ, <you name it>


•  Vertical scaling does not work for terabytes of 
data


•  Running those tools in parallel is hard

– This is what Hadoop is good at
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What is HDFS?


•  Open-source implementation of Google 
Filesystem (GFS) as detailed in a whitepaper

– http://labs.google.com/papers/gfs-sosp2003.pdf


•  Hadoop Distributed Filesystem (HDFS)

– Namenode holding filesystem registry


– Datanodes holding filesystem blocks
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What is MapReduce?


•  Another whitepaper from Google:

– http://labs.google.com/papers/mapreduce-osdi04.pdf


•  Essentially: A programming pattern

– Allows distribution of large computational tasks
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Start with a good read …
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Native PCAP reading in Java


•  Open source under the LGPL


•  Available at:"
http://github.com/RIPE-NCC/hadoop-pcap
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Live Demo: The data
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590GB total
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Live Demo: Create table
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Live Demo: Add partitions
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Live Demo: Run query
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See if we received target

traffic at Reykjavík instance
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Live Demo: Query in progress
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Live Demo: Result
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No target traffic at

ISNIC instance
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Live Demo: Conclusions


•  Works well at scale

– 100+ CPU cores


•  High processing overhead

– Example took 200 seconds total


– Only 50% of it spent on actual computation


– Small input files (only 500MB total)


– See Screencast – 80GB in 3 minutes
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Step by Step Screencast


•  Zero setup using Amazon EC2
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http://goo.gl/8uvlX




Questions?

wnagele@ripe.net



